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Abstract

The aim of this document is to provide an overview of best practices-die mandprovisioning

of infrastructure services that includes both traditional Network Resources Provisioning Systems
(NRPS) and emengg Cloud based infrastructure servicdfiese provisioning processes must be
both sufficiently explicit and flexibleto dynamically instantiateomplextaskor projectoriented
infrastructure comprising of compute, storageand application resources as well network
infrastructurs interconnect them.

The proposed document summarises discussaomong members of the OGF ISoD Research
Group and aims to facilitateonversationon achieving interoperabilifyand effective use and
development of modern and future infrastructure services provisioning systems.
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1. Introduction

Dynamic provisioning and resource allocation has beeloraystanding practise in many
technology disciplinesReserving cycles on a compute cluster or supercomputer, allocating space
on a disk storage systemnd carving out bandwidih a networkare common functionsdowever

with the advet of Cloud Computinggo-scheduling andlynamicprovisioning ofresource cross

the varioudlisciplines(i.e.compute, storagapplicationsand networksto createcomplex virtual
infrastructures is revolutionary.

The growth of Cloud Computingn recent yeardias advanced thgevelopnent oftechnologies
and methodologiesniprovisioning infrastructureCloud computing services can come in three
forms Infrastructure as a Service (lagBJatformasa-Service PaaS), and Softwarasa Service
(SaaS).

laaSis typically defined to encompass the physical data center infrastructure (e.g. building, racks,
power, cooling,etc), network elements (e.g. cables, switches, routers, firewally, etanpute
host/servers(e.g. CPU, GPU, memorystorage nodes/arrayge.g. disks, cachegtc), and a
virtualization layer in whiclcombinations of compute and storage resourcesheatustomized

for each clientlaaS someti mes ref easaSdr vtinesagaeemnoMesthed warr e
requirement for an endser or bainess to purchase and maintpimysicalhardwarein order to

develop software, execute a job, or provide a sernBo@mples of commercial laaS offerings
include AmazoWeb Service§l] , GoGrid[2] , OpenStacK3] , Rackspac¢4] , and VMwarg5]

PaaSadds to te underlying virtualized infrastructurey badding an operating system, and
infrastructure/middleware software (e.g. aladses, runtime enginetc).PaaS provi-des a
to-g o dramework environment for application management, desigand collaborative
development. Examples ofcommercial PaaS offerings includeAmazon Beanstalk[6] ,
CloudFoundry[7] , Google AppEnging8] , Microsoft Windows Azure[9] , and Salg~orce
Force.conjl10].

SaaScompletes theloudpackagdby i ncl udi ng t he tionsrennimyentapadt a a
aPaaSSaasS, also common-tlg mared e s indutles aaste iftnct alli 0 n
commoncloud applications that areceessible through a web browser such as Apple iCloud
Netflix, Dropbox, and Google GmailExamples of commercial Saagferings include Cloud9
Analytics[11], CVM Solutiong12], Gagel13], and KnowledgeTref 4] .

A critical component of cloud provisning that is often overlooked is the network connectivity
aspect of the systemWith the ubiquitous nature of cloud computing, networks are starting to play

a more vital role than simply aupportinginfrastructure utilitysuch as power and water
Network predictability and guarantees are emerging requirements necessary to edffectiv
implement a cloud servicelo meet these demands, it is necessary to view networks not simply as

a (1) data plane, where data is transported; but ak) eontrol plang wherepath computation

and signalling functions associated with the control of the data plane is performed; and a (3)
management plane, where systems and processes to monitor, manage, and troubleshoot the
network reside.

The remainder of this documeptoposs to present aaverview and taxonomy ahfrastructure

provisioning bestand currentpracticesin orderto provide useful information for developing
common and future infrastructure services provisioning models, architectures and frameworks.
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2. Infrastructure Services definition

2.1 General Infrastructure Definition

Infrastructure is the basic physical and organizational structures needed for the operation of a
society or enterprise, or the services and facilities necessary for an economy to .fivfieticea
functionally, infrastructure facilitates the production of goods and services; for example, roads
enable the transport of raw materials to a factory, and also for the distribution of finished products
to markets. In military parlance, the termeef to the buildings and permanent installations
necessary for the support, redeployment, and operation of military forces.

Etymologcally, the wordfinfrastructur® was firstused inthe Englishlanguage in927to define

fiThe installations that form ¢hbasis for any operation or systénm this context there ia
distinctionbetweenfha r @rl fso f t 0 |1 n fs:rilaHsatr rdwec tiunr frsludestranspoet,t ur e
energy, water communicatipmi So ft o i n ihaludes institutiontl,u indaistrial, social
infrastructure and facilities.

The Internetinfrastructure isboth multilayered andmultileveled, encompassinigothi h a ardl 0
A s odlements such as opticidres, transponders, switches, and routasswell as the protocols
and other basic softwarecessaryor the transmission of data

To support the standardisation of operformation Technologies(IT), the Open Group,n
reference totheir Integrated Information Infrastructure Reference Model-RM) [15] ,
proposes/defines the characteristics of infrastructsr®llows
e Infrastructure suppasbusiness processes
e Integrated informatioto prevent inconsistent apitentially conflicting piece of
informationfrom beingdistributed throughout different systems
e Integrated access to information so that actea$§ necessarynformationis through one
convenient interface

With the following components amecessary imfrastructure operation:
Applications and applications platform

Operating System and Network services

Communication infrastructure

Infrastructure application including management tools

An alternate definition forgenericinfrastructureis proposedby Sjaak Laan16] , wherein he
surmised thathe most important aspectsladfinfrastructureare:

e IT infrastructure consists of the equipment, systems, software, and services used in
commoracross an organization, regardless of mission/program/project. IT Infrastructure
also serves as the foundation upon which mission/program/prepectific systems and
capabilities are built. (cio.govthe website for the United States Chief Information

Off i cers Council ) o

e NAlIl of the components (Configuration I|Iter
customers. The IT Infrastructure consists of more than just hardware and software.
(ITILv2)0

e NAlIl of the hardwar e, sthdtarewvequiredto Developyor k s,

Test, deliver, Monitor, Control or support IT Services. The term IT Infrastructure includes
all of the Information Technology but not the associated people, Processes and
documentation(ITILV3) 0
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e Al Nnf or mat i o nasttuawehunderpirs thg distribufed operational and
administrative computing environment. Hidden from the applicatmsed world of end
users, technology infrastructure encompasses the unseen realm of protocols, networks,
and middleware that bind the cquoting enterprise together and facilitate efficient data
flows. Yet information technology infrastructure involves more than just the mechanics of
data systems; it also includes people providing support and ser{¢ieaehnology
Governance Board Definitioof Information Technology Infrastructurce)

e Ol nfrastructure is the shared and reliable
enterprise IT portfolio. The implementation of an architecture includes the processors,
software, databases, electronicks) and data centers as well as the standards that ensure
the components work together, the skills for managing the operatoriGoethe
University of Frankfurthttp ://www. is frankfurt.de)o

Sjaakfurther describethe typical characteristics of IT infrastructure as:
e QIT infrastructure isusuallyshr ed by a mul tiple applicati ot
« AIT infrastructure is more static and permanenttharet appl i cati ons runn
« fAThe management of timdrastructure is disconnected from the system management of the
applications running on top ofdt
« AThe departments owning infrastructure components is different from the department
owning the applications running oroit

2.2 Infrastructure services definition in the context of this document

In the context otloud based and general virtualized services,infastructure idefined ashe
total set of foundational components and -fomctional attributes that enabkpplications to
execute. Foundational insructure components include serveoperating systems, virtual
machines (VMs), virtualization applications, (distributedtacenters, network resourceand
enduser devices. Nonfunctional infrastructure attributes includesecurity, monitoring,
managemerpolicies, and SLAs.

It is important to understand thatoud infrastructures can be widely distributed over large
geographical areaswhich presents aritical requirement for networking resourcés be an
integral part okicl o u idtérmal infrastructureln addition, networking is needed iaterconnect
cl ouds toget her , and pr ovi deuseriAs such prowisiones o ac
infrastructure serviceswustbe characterizetb include the following attributes/features:
e Topology definition for infrastructure servicdgat encompassompue, storageand
networkresources
e Infrastructure/topology description formsatr schemas
o Related topology features characteristicsand transformation operations (homomorphic,
isomorphic, QoS, energy awasdc.)

3. Network Resources Provisioning Systems (NRPS)
This section providesn overview of the best practices in network resource and services
provisioning on demandt presents several provisioning frameworks and systemsngafyom

prototypes to production services, deployed on networks ranging from testbeds, atareacal
networks, to widearea backbones.
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3.1 On Service Provisioning

Imagine youown a businesf any type,offering your customers services. Now, customers are

very important as they are the aeriending your businessn order to thrive, you need to wihem

and maintairthem Hence you try to address their needs to the fulBsstwhat do your customers

care about? They want the service t@apgood b)cheg andc)f as t . l'tdéds just t ha

As grotesque and obvious the paragraph above may sound, it is crucial to remember those
principles when trying to address amgtworking problem with a technical solution. Telco
business is no differerftom other sevice offering businesses. ISPs want to have their network
services to be:

a) goodi reliableand meeting any expectances customer might have with regard to traffic,

b) cheapi with the lowest OPEX and CAPEX possible,

c) fasti easily and quickly accessible by ttestomers.

IP networks meethose requirementgery well. They are easy to configure and maintain, allowing
for low OPEX. Given proper design, they can offer services meeting almost any QoS
requirements. Their simplicity allowsOC engineers to track errors easily and hence react to
network failures in a fast pace, increasing reliabiliB.flexibility allows for easy adaptation to
customer needsBut foremost, thanks to statistical multiplexing, they allow for bandwidth
overprovisioning, allowing for utilizing invested CAPEX to the fullest. IP technology makes a
great servic@rovisioningplatform.

Onthe other hand, transport networks, weeallat e d f r o m sperspedtiddolvgry us e r ¢
dim. They are all but easy to configure and require highly skilled engineers to opechte
troubleshoothe network. Lacking statistical multiplexing, they cannot take advantage of dynamic
traffic patternsin the network.Lack of flexibility from IP layer pu them as illfitted as a user
servicing layer in most case3hey offer several dvantags over IP though, being longer
transmission reach and number of bits énanspored over a link

Aforementicmed reasons are why so many networks are designed as a set of interconnected IP
routers and switches. Operatarientreattransport technologieas a necessary must and reach

out to themprimary if routers are too far away from each other or to increeseapacity of the

link between routers via adding some form of WDM multiplexing techniuensport domain
boundaries are hence limited to scope of a Biichnetworks are easy to maintain and offezat

OPEX and fair CAPEX. Service provisioning imch networks is straightforward and NRPSes
used are often limited to router command line interfaces.

The challenge with suchetworkarchitecture ihow it scales with amount of supported traffic

terms of CAPEX. With theonstant increase aimount ofdata transported bgach servicetraffic

flowing through a network drastically increases. This can be addressed by adding new line cards
to the routers and/or upgrading to ones with higher throughput. As the traffic requirements
advance, so does the teoloygy, offering line interfaces with much more throughput for some
CAPEX increaseAs a matter of fact, we are experiencing such advancement at the very moment,
with carriers deploying 100G in place of 10G line interfad®h i | e 1 to0s easy to
justify wupgrading throughput of Iline iIinterface
line interfaces used on the transit nodes. Customers will pay more if sending more traffic, hence
justifying network edge investmentBut the customedoes not care much on how the traffic is
sent within t ane helwl Pd e wilmd o paykmore to fundhe ISP6 s
expenditures on transit node$ence there is a tradEf to be made with this architecturewhile
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offering arguablythe bestOPEX, with the amount of traffic increasing, CAPEX can become
considerable.

The reed of continuous expenditures on the transit nodes can be also addressed in a different
manneri by expanding the transport domain scope between the routies called ofical
bypass (as the transport technology used is most often xX\W DM lor&)chanapproach, routers

can be interconnecteslith each otheby the underlying transport network in many possible ways,
depending on the IP connectivity neetlience transit swathing on IP nodes is delegated to the
optical layer. As optical switching is orders of magnitude less expensive than the IP switching, this
solution offers great CAPEX savings. There are a number of challenges related to this solution
service provisionig and troubleshooting becomes more complicated in such networks, increasing
OPEX. As mentioned beforéhe optical layer is also much less flexible thene IP layer, hence

given improper design and with traffic patterns varying in the network, IP swgtakirstill
necessary to mitigate these issu@sextremesthis can lead tsubstantiallyworse utilization of
resources (line cards), than in the scenarios wtiedransport network was link scogp€i.e.
consistentphysical (opticgl and logical (IP) apology) These challenges can be addressed by
NRPSes, aiming to increase the ease of configurability and flexibility of the optical layer. An
example of a NRPSallowing for IP+optical integratiorvia transport network virtualizatiois
discussedbelow

3.1.1  Virtual Optical Networks

Consider a network iRkigure 3.1.1 where IP routers are connected via colored interfaces directly
to optical nodes (OXCs)The qtical layer is built with components allowing flexibility in
switching, e.g. colorless ardirectionless ROADMs. As such, IP routers could be potentially
interconnected in any manner with each other by praypical resource provisioning. This
potential connectivity is prplanned by the operator and presented to the IP layertaal links.

Virtual IP topology D
) 8 ;
":—. P - Planning
E% ———— --% -
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. -
AT T P _i" -
i . —— HEY
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TImeel A T
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=== = virtual link _::E = optical node -zj = router e = dark fibre

Figure 3.1.10ptical Network Virtualized
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It is important to note that it is not necessary to have actually provisioned the specific resources in
the optical network corresponding to a given virtual link in IP network in order for the link to be
made available to the IP network. A virtual link is simply an indication of the potential
connectivity within the server layer network. Only when the resources on the link are actually
reserved during subsequesignallingprovisioning operations for the ettd-end IP service is it

necessary to also provision the underlying server layer network rescutsasgan NRPSes
allowing for hierarchical service activatiooapabilities e.g. implementing alGMPLS ENNI]

interface
Client layer: e.g. IP/MPLS
Server layer:
Optical with GMPLS
(=<
=== =virtual link = optical node Wy = router —— = dark fibre
—  =reallink = instantiated link
@ Setup MPLS service: @ Setup optical trail: @ AMS <-> BLN @ LON -> WAW
LON -> WAW AMS -> BLN IP Link instantiated Service created

Figure 3.1.2Hierarchical serviceactivation with virtualized optical networks

If an endto-endMPLS service was to be created from London to Warsaw, §iconmg sequence
will be as follows:

1. LON router will compute a path using traffic engineering information from IP layer. He
will include both real links (e.g. LOIXAMS) and virtual ones in this computation. As a
matter of fact, LON will most likely not be able to differentiate between virtual and real
links, hence treating them the same. A {LON, AMS, BLN, WAW} path will be computed
to facilitate this servicdP NRPS will be used to setup this service. Service setup could be

4.

signaled to AMS e.g. via RSVP.

Once resource provisioning IP reacheshe AMS router, AMS willsuspend IP service

setup andequest AMS>BLN optical trailsetup via hierarchical service activation

mechanismThe @tical trail will be set up by an underlying optical NRPS (e.g. GMPLYS)

Once optical trail is set up, IP layer will be notified about this faattual link will be
henceinstantiated i.e. will become a real link.
IP service setup will be unsuspended on AMS and signaled up to WAW.

isod-rg@oqf.org
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3.2 Argia

Argia isanlaaSframework based product to cred@aSsolutions for optical network§ he main

goal of Argia is to enable infrastructure providers to partitioneirth physical
networks/infrastructure and to give the control of the partitioned infrastructure to third parties
(infrastructure integrators or APN administratoi®)a period of timeThese third parties may use

the partitioned infrastructure -inouse, ormay deploy some intelligent software on top of the
resources (like Chronos, the resource reservation service) to provide services for their gnd users
or they may even further partition the infrastructure and rent it to other users.

Argia is the evolutio of the UCLP CE software; it is amngoing effort towards creating a
commercial product that can be deployed in production optical netwdakde 3.2.1shows the
network elements supported by the current release of Argia (ArgiaThldle 3.2.2illustrates the
networks and testbeds where Argia 1.4 has been deployed in the past or is still currently deployed,
and what is being used for.

Vendor Model Technology

Cisco ONS 15454 SONET and SDH

Nortel OME 6500 SONET and SDH

Nortel HDXc SONET andSDH

Nortel OPTera Metro 5200 DWDM OADM

Calient FiberConnect PXC (Pph)(()gnlc Cross Connect
W-onesys Proteus DWDM ROADM

Cisco Catalyst 3750, 6509 Basic VLAN Management
Arista 7124S Basic VLAN Management
Allied Telesis AT8000, AT9424 Basic VLAN Management
Foundry RX4 Basic VLAN Management

Table 3.2.1Network elements supported by Argia 1.4

Network or testbed What is being used for
CANARIE network Beta testing for use in production netwo
HPDMnet research project
STARIlight (GLIF GOLE) HPDMnet research project
PacificWAVE (GLIF GOLE) HPDMnet research project
KRlight (GLIF GOLE) PHOSPHORUS research project
HPDMnet research project
CRC Network PHOSPHORUS research project
i2cat Network PHOSPHORUS research project
University of Essexestbed PHOSPHORUS research project
Poznan Supercomputing Center PHOSPHORUS research project
DREAMS Project testbed DREAMS research project

Table 3.2.2Current and past Argia deployment

Argiads softwar einkigurB.R.1iebadedintiee laaSdFeamework sottware.
Argiads soft war e mod udb8esviceas(W8)(atdéviee cOnprdller seevite), S wi t
the ConnectionWS and theArticulated Private Network (RN) Scenarios WS (End User
Services.
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Rich Client that allows infrastructure Implements the remote workspace,

Sets up and tears down preconfigured providers to partition their infrastructure persisting the RMC files
fixed topologies in an APN and infrastructure integrators to lease
and use it = — GUI Resource
APN Scenarios WS S =TS DBWS
B |
R i

Manage user accounts, get user

\ / GUI dlient(s) credentials, authenticate
User Workspace
Connection WS Responsible for creating end to end connections WS

(can be one to one, one to many and loopback)

\ \ Ethernet | 1OM WDM Fibre

Resource | R€source || resource || Resource
WS WS WS
Transforms the high . .
level operations over Optical Switch WS /
one or more network —_— — = Device Partition Resources
resources into specific r . - »
commands that each laaS Engine | Represent a partition of a network element (Ethernet
particular optical \ e e o = - ports, VLANs, TDM Channels, WDM wavelengths,

switch device can Fibre ports)
understand TL1 TLL ... Byte protocol

Nortel OME 6500 Cisco ONS 15454 Wonesys Proteus

Figure 3.2.1Argia 1.4 Servic®riented Architecture

The Optical SwitchWVS is aWeb Services Resource FramewoWSRF based web service that

can interact with one or more optical switch physical devicd®e physical device state
(inventory, including physical and logical interfacdst of crossconnections, alarms and
configuration) is exposed as a WS Resource, so that clients of the Optical Switch WS can access
the state of the physical device by querying the resource propértiesOptical Switch WS
interface prowes a series ohigh level operations that encapsulate the physical device
functionality.

Multi-vendor support is accomplished through the use of the laaS Engine, a Java based framework
to create drivers for physical devicekhe Engi neds i nt -basd moded ofthe ovi d
physical devicebés state that satisfies two ne
e Engine to Optical Switch WS communicatitdre engine fills the model attributes with the
information of the physical device, allowing the Optical Switch WS to get the latest
physical devicenformation.
e Optical Switch WS to Engine communicatitime Optical Switch WS fills some model

attributes to request the Engine to perform some actions over the physical equipment; such
as making a cross connection.

The Engine also provides abstractiotts create the commands that the physical device
understands, abstractions to group this commands into atomic actions, protocol parsers to generate
the required command structure and transports to send and receive command through the network.
The followinge xampl e il lustrates how the Engineod6s AP
imagine that we want to create a driver that is capable of performing @mnssctions on the

Nortel OME 6500 network elemerttirst of all, the driver developer wouleélect the appropriate

protocol parser, in this case L (the Engine allows to easily create new protocol parser
implementations and new transports in case a particular protocol or transport is not already
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supported).Next, an adequate transpogrotocol is selected for instance TCPThe next step

would be to create the required commands to perform a cross connection: a command to login into
the switch, another one to perform the crossnection and another one to logofinally the
developerwo ul d creat e -€Cdmeneidtaikoen 0Craocstsi on t hat gro
commands in a single atomic operation.

The Connection WS is also a WSRF web service that manages one or more connection resources
(connections can be one to one, one toynanloopback).Each connection resource has pointers

to the set of network resources that are connected together. To create a connection, first the
Connection WS classifies all the resources belonging to the same connection per optical switch;
next it exracts the relevant parameters from the network resources (like the slots/ports/channels,
the bandwidth,acrossonnect i on description), then it i sc¢
the Optical switch WSs and finally it updates the state of thwomk resources.

Finally, the APN Scenarios WS is the evolution of the Custom APN Workflow. This service can
setup and tear down preconfigured topologies consisting in a set of connections in amoAPN.

achieve its goal, w hcelled on dneAPNiScenariospResowce,ehe ARNi 0 n
Scenarios WS calls the Connection WS to create all the connections required by the scenario.
Tearing down a scenario is a similar process

each of the connectionesources that have been created in the setup operation.

3.3 AutoBAHN

The AutoBAHN [17] tool was conceiveduringthe GEANT2 project (20052009), andcontinues

in the GEANT3 project (20092013)[18] . The objectivewasto create a generic muliomain
system thatvas be able to integrat& u r o petetgeneoudlational Research and Education
Network (NREN)infrastructures andould be used in the GEANT Bandwidth on Demand (BoD)
Service[19] . Fromthe very beginning an emphasisvas placed on scalabilitgnd flexibility to
dynamically control aiversrangeof hardware With the reduction ofmanpowerto set up pan
European circuitst was necessary fokutoBAHN to demonstratsecurity and reliability in order
to be deployed in operational environments.

At the very beginning of the projea long discussion on requirements and target enveosm
were providedby multiple NREN representativegsulting ina well thoughtout concept of the
architecture.This concept allowedhe creaton ofa very scalable distributed tool, whiefas the
basis of thedynamic BoD initiative withinthe GEANT network and associated NRENEach
deployment defined by distincladministrative domas) consis$ of the same building blocks
which forma three level hierarchyeach with its distinctesponsibilites as depictedn Figure
3.3.1
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User Interface User Interface

User Interface
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Inter-Domain Inter-Domain Inter-Domain
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5
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end-to-end
sarvice

Client
Equipment

Client
Equipment

Figure 3.3.1AutoBAHN architecture overview
(figure fromhttp://www.geant.net/service/autobahn/User_Experience/Pages/UserExperienge.aspx

The IDM can contact a Domain Mareag DM) module, which is lower in the hierarcland is
unaware of global connectivitynstead it has atihedetails oflocaldomaird setwork technology,

its hardware, intralomain connections and time driven data or events. The DM is equipped with a
sd of tools that can verify, schedule or configure cirsuitithin a single domainassuring
resources to bavailableon time and according tie use® sequest. DMs are technology specific,
requiring eachimplementationto be customizedbasedon the local domaird gechnology,
administrative requirements, topology database used, etc. The responsibility of a DM igh&ithin
boundaries of a single administrative domain.

Finally, DMs usethe Technology Proxy (TP) modules, which are at the bottotimeolfiie rarchyfo
communicatgo the network hardwayer more likely local domain Network Management System
(NMS). TPs are simple stateless proxies which translates generic DM messages into vendor
specific commands in order to create and tear doinuits within the local domain. Domain
administrators are encouraged to use existing tfikis NMS) to configure the network, as it
simplifies the TP implementation, which is different for every domain and must respect local
requirements, network features,néiguration schemas, et®hile in most casesAutoBAHN

delivers ouwtof-the-box TPs fora range obupported technologieg is possible tadapt therP to

use specific APl, SNMP, or CLI based access to configure the hardware,

The Figure 3.3.2presents auccessful scenarof an endto-endreservatiorworkflow of a circuit
traversingthree independent domainis A, B, and C.The IDMs coordinates with other IDMs
which in turn communicates to the varioDMs to verify resources and configucé@cuits within
eachdomain along theeservation path. A global circuit@aly delivered to the end user when all
TPshave created thecal segmergtof the endto-endcircuit within theirrespective domains
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Figure 3.3.2AutoBAHN circuit request processing

The following outlines the reservation workflow as depictedigure 3.2.2 The User request is
acceptedy the IDM in domain A (1), whichcomputes the interdomain stitching points for the
global reservation patt2). The IDM thencontactsits local DM (in domain A (3) in order to
verify if there are sufficient resources to fulfil the request locally. The DM performsdatrain

path finding to investigate which exact domain resources will be usebefproposed circuit and
compares that againatcalendar of scheduled reservations to prevent resources overlapping. If
sufficient resources are found, the DM repdrégk to the IDM (4), whichin turn contacs the
neighbouing IDM in domain B (5). The IDM in domain B performs the same local resource
chek of the local DM (6, 7, 8), andl successfulthe same process is repeated in domain C (9, 10).
A daisy chain model is used for communicatiorthis workflow. ThelastiIDM on the reservation
path must take a decision on whether the circuit can be dreatgto-end according to
information collected fromall the domainsincluding itself. This information involves critical
parameters that needs to be configured between domains or must be comthere fidireglobal

path, e.g. VLAN identifier for Ethernet circuits (if no VLAN translation is possible). If the
decision was positive, the IDM in domain C orders the local DM to schedule the circuit and book
resources in the calendar (11), and teendsa notificaton back to theneighbouing IDM onthe
reservation path (12)Vhenall domains confirm resource availability and book the resources (13,
14, 15), the user is notified about the successful reservationWI®)n thestarttime as specified

by the used sewice requesarrives, eaclbMs initiates the local segment configuration usitige

TP modulego build the eneto-end circuit

A critical functionin the circuit reservation process is path findihg. AutoBAHN, it first
estimates the global reservationtipawhich is then verified by local IDMsyesulting in a two

stage procesk inter- and intradomainpath finding Since IDMs are unaware of exact resources
available within particular domains, they need to be assisted by DMs to complete the whole
process.In the event that single domain cannot allocate resourcesafgarticular circuit, an
interdomain path finding process can be repeated at the IDM viritidited the requesto avoid

such domaia The process can be iterated urggources are founa all the required domainsor

no global path can be defined.
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AutoBAHN by design involves multiple attributes that can be used to specify a circuit request.
The mainattributesare obligatory and includéhe reservation start and end time, circuit end
points, and capacity. The start and end teae be specified in the granularidy minutes,andthe

circuit instantiation function is designed to take into account the necessary setuassuoneng the

circuit is available to the end users when needed. End points can be selected using a web page
based GULlhat iseasy to navigate and sele€inally, the capacitwttribute is definedby the user

in bits per secondbps), whichincludes bdbdthe s er 6 s pay | oadheaAdserzany | i 1
also optionally specify which VLAN identifisto be used at the start and end points of the circuit.

In addition, users may select the maximum delay (in ms) and required MTU for the path, in cases
where this attributes mattersn addition tothe circuit capacity. Finally a user can influence the

path computation by specifyingfavhited ( w aonfblackb) ( u n wliat ofalestdagt topology

links to be used by circuit. This garticularly useful toexplicitly requirepatlts to pass through
particular domains or use specific interfaces where alternatives are possible.

Since the beginning othe GEANT3 project in 2009 AutoBAHN has been deployedithin
GEANT and several associated NRENnable a BoBervice.Duringthe GEANT BoD service
pilot, the AutoBAHN toolwas deployed in half of thB NRENs (GRNet, HEAnet, PIONIER,
Forksningsnettet, Nordunet, Carnet, Surfaeid JANET) as well aDANTE, which manageshe
GEANT backbone(see Figure 3.3.3. The BoD service was rigorously verified in this
environment and imow offered as a production servite users. The AutoBAHN tool suppert
severaltechnologies icluding Ethernet, Carrier Grade Ethernet, MPL&)d SDH, and can
interact witha variety ofequipment vendorsuchas Juniper, Cisco, Brocade, and Alcatel. The
flexibility in its modular architecture provides an opportufatlyAutoBAHN to be adapted bgny
infrastructureregardless olbcal technologies, administration procedyusad policies.

) — | é? " - 2
p— A Al PIONIER powerd2)
b S I LS Ethemet over MPLS
BLUENet for MPLS | provisioning
Transatiantic connection
towards Internet2 and Esnet
. (using DICE IDCP)
-~
ANSTool for VLANS
|provisioning

Figure 3.3.3AutoBAHN pilot deployment
(From: http://www.geant.net/service/autobahn/User_Experience/Pages/UserExperiente.aspx

The AutoBAHN tool is evolving to include enhanced functionality such asjvanced user
authorisation,adding new technologies and vendors support, accounting mechanisms, and
resiliency In addition, AutoBHAN is integrating the OGF NSI CS protocol to promote
interoperability wth other provisioning systemd he development process consistsnaking
existing toos¢ more robust and stable, whincurrentresearchis aimed atinvestigaing new
requirements or functionalities that can increase the value of the service for the end users.
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3.4 G-lambda and GridARS

The Glambda[20] project, started in 200dsac ol | aboration bet ween
governmental laboratories, KDDI R&D Laboratories, NTT, NICT and Al®ad thegoal of
defininga Web servicédased network service interface, named GNSI (Grid Network Service

- Web Service Interface), ritugh which usexr or applicatios could request endo-end
bandwidthguaranteed connectien

While GNSWSI v.1 and v.2 were defined as aterfacefor network service, GNSWSI v.3
(GNS'WSI3) has been defined as an interfémreheterogeneous resource sersjoghich enables
request and coordinabn of heterogeneous resourcésg. computers, networksand storage
uniformly. GNSWSI3 has been designed as a poiliaged twephase commit protocol, which

enables distributed traastions.

GNS-WSI
Global Resource
Coordinator (GRC)

GNS-WSI

Figure 3.4.1Reference model of GN&SI3

Figure 3.4.1showsthe reference model of GN®/SI3. This model consists of a Global Resource
Coordinator (GRC), which coordinates heterogeneous resouad®esource Managers (RMs),
which manage locaksource directly. The NRM, CRM, and SRM irFigure 3.4.1denote RMs

for networks, computers and storage, respectieBCs and RMs work together to provide users
virtualized resourcessRCscanbe configured in a coordinated hierarchical manner, or in parallel,
where several GRCs compete for resources with each other on behalf of their requesters.

GNSWSI3 provides SOAMased operations to reserve, modify, release various resources and
query awilable resources, as shown Table 3.4.1 RsviD and CmdID indicate IDs of the

J @

requested reservation and each command, such as reserve, modify or release. Each command

behaves as prprocedurenstruction, with thecommit or abort operations to executeatwort the
command.Users can confirm reservation or command status via getResourceProperty and obtain
information of available resources, provided by each RM, via getAvailableRe soArcesuester
sends create, reserve, getResourceProperty(Command&tadusp mmit operations to resource
coordinators or providers in a normal reservation process.

Operation Function Input / Output

create Initialize -/ RsviD

reserve Make resource reservation RsvID, requirements on resources a
time / CmdID

modify / modifyAll Modify part / all of reserved resourc{ RsvID, requirements on resources a
time / CmdID
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release / releaseAll Release part / all of reserved resour RsvID, resource ID / CmdID

commit / abort Execute / abort the command CmdID /-

getResourceProperty | Return the property values (E.g., Property names / Property values
Reservation / Command status)

getAvailableResource| Provide available resource Conditions / Available resource
information information

Table 3.4.1GNSWSI3 operations

AIST has been developing a GNBSI reference implementation, called the GridARR]
resource management framework, which provides not @ardgource managemeservice, based
on GNSWSI, but also planning, provisioning and monitoring servic@sdARS enableghe
construcbn of a virtual infrastructure over various intelbud resources and provides the
requester its monitoring information, dynamically.

]
| Current Status ‘ol > Remsety ations,
| show resanvations of a1 users <RESET SELECTION>
COARBOCAtona10.hoad 1008172251 RE SERVE. 2 10=G|
=R =
~‘A g .D‘L
)
‘ n2
1
|
1 x4 . nt

i =R Domain D1N Domain DZN =

o D20

Time Table (Networks) o |5
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‘

Bls] - » > 7% 3 aa*]

Figure 3.4.2GridARSreserved resource status
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Figure 3.4.3GridARS network and computer resource stafithe virtual infrastructure

KDDI R&D Laboratories and NTT havalsodevelopedtheir ownreference implementatio resf
GNSWSI. This was demonstrateat iGrid2005[22] as a single domaiby using GNSWSI v.1
and international multiple domamt GLIF2006[23] and GLIF2007 by using v.Z5-lambda was
also involved in theFenius[24] and OGF NS[25] interoperation demo in 2010 and 2011 using
GNSWSIv.3.

3.5 OSCARS

TheOndemand Secure Circuits and Advance Reservation System (OS@2R3)as motivated
by a 2002 U.S. Dept. of Energy (DOE) Office of Science Higinformance Network Planning
Workshop that identified bandwidibn-demand as the most important new network serviaé th
could facilitate:

e Massive data transfers for collaborative analysis of experiment data
e Realtime data analysis for remote instruments

e Control channels for remote instruments

e Deadline scheduling for data transfers

for

e ASmMoot hd i nter conmwakfows n complex Gri

In Aug 2004, DOE funded the OSCARS project to develop dynamic circuit capabilities for the
Energy Sciences Network (ESnethe core requirements in the design of OSCARS were based
on the need for dynamic circuits to [&] :

e Configurable The circuits are dynamic and driven by user requirements (e.g. termination
endpoints, required bandwidth, sometimes routing, etc.).
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Schedulable Premium servicesuch as guaranteed bandwidth will be a scarce resource
that is not always freely available and therefore is obtained through a resource allocation
process that is schedulable.

Predictable The service provides circuits with predictable properties (e.gdvedth,
duration, reliability) that the user can leverage.

Reliable Resiliency strategies (e.g.-reutes) that can be made largely transparent to the
user should be possible.

Informative The service must provide useful information about reserved resouanmd
circuit status to enable the user to make intelligent decisions.

Geographically comprehensive OSCARS must interoperate  with different
implementations of virtual circuit services in other network domains to be able to connect
collaborators, data, drinstruments worldwide.

Secure Strong authentication of the requesting user is needed to ensure that both ends of
the circuit are connected to the intended termination points; the circuit must be managed
by the highly secure environment of the productimatwork control plane in order to

ensure that the circuit cannot be fdAhijacke

In the latest release of OSCARS (v0.6), each functional component was implemented as a distinct

Aist-ahdne 0 mo d wefieed webderkieswreelfdcesT hi s fr a me wo r- k
andpl ayo capabilities to customize OSCARS
AuthN/AuthZ models), or for research efforts (e.g. path computation algoritAna&scription of
each of the functional atels is listed and discussed below.

Notification Broker Look Topology Bridge
* Manage Subscriptions atookis ':: e * Topology Information
* Forward Notifications P Management

*PCE
* Constrained Path
Computations

* Workflow Coordinator

v

*Path Setup O

Web Browser User * Network Element =
Interface Interface S

=

Local Network

Authz*
* Authorization
* Costing

Resource Manager
* Manage Reservations
* Auditing

1DC APY
* Manages External WS
Communications

*Distinct Data and Control Plane
Functions

OSCARS Inter-Domain Controller (IDC)
Figure 3.5.10SCARS software architecture

o Notification Broker The Notification Broker is the conduit for notifying subscribers of

per
for

events ofinterestt t provides wusers the abildrethent o (
used as filters to match events. If an event matches a topic, the notification broker will

send a notify messadas defined by WNotification) to the subscribern addition to
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circuit service users, the notification broker i®dido notify theperfSONAR[28] circuit
monitoring service when a circuit is setupemdown

e Lookup Thi s modul e I's responsible for publ i
externally facing services, as well as locating the service manager (e.gDdmbain
Controller/Manager) of a particular domaifihe Lookup module currently utilizes the
perfSONAR Lookup Service in order to perform its tasks.

e Topology Bridge The Topolgy Bridge is responsible for fetching all the necessary
topologies for the path computation to determine antetghd circuit solution. The
Topology Bridge currently utilizes the perfSONAR Topology Service to pull down
topologies.

e AuthN This module isesponsible for taking a validated identity (ID) token and returning
attributes of the useim ESnet, ID tokens can either be an x.509 DistinguishedName (DN),
or a registered web interface user/password login, and attributes returned using SAML2.0
Attribute Types.

e AuthZ This module is the policy decision point for all service requests to OSCARS and
manages permissions, actions, and attributetakes a list of user attributes, a resource,
and a requested action and returns an authorization decision.

e Coordinator. The Coordinator is responsible for handling both client and-ddenain
messages, and enforces the workflow of the service request.

e PCE The Path Computation Engine (PCE) is responsible for finding thdoeewd path
of a circuit. In OSCARSV0.6, the PCE is a framework that can represent a single
monolithic path computation function, or a tree of smaller atomic path computation
functions (e.g. bandwidth, VLAN, hop count, latency computations).

e Resource ManagerThe Resource Manager is respibies for keeping the current state of
the reservationrequesttt st ores both the userds origin
solution path that was computed by the PCE.

e Path SetupThis module interfaces directly with the network elements andifunscas the
mediation layer between OSCARS and the data transport [&gerPath Setup module
contains the vendor (e.g. Alcatel, Ciena, CISCO, Infinera, Jurgge),and technology
(e.g. MPLS, GMPLS, Ethernet Bridging) specific details to instantiaée riecessary
circuits in the data plane.

e IDC API: The InterDomain Controller (IDC) APl is responsible for external
communications to client application/middleware and other I0®s. IDC API currently
supports the base as well as re@ensions to thé(DCP v1.1[29] protocol.

e Web Browser User Interface (WBUIJThe WBUI is the web user interface for users to
create, cancel, modify, and query reservations, intiatdio account management by
administrators.

Since 2007, OSCARS has been supporting Ethernet Virtual Private Line (EVPL) production
services in ESnet and is wused to cAaof20lf ng al
OSCARS has been adopted byeovX networks worldwide, including widarea backbones,

regional networks, exchange points, leasda networks, and testbeds.2012, the installation

base of the OSCARS software is expected to reach over 50 networks.

OSCARS is still evolving and expaingj its feature sets and functionality to include capabilities
such as protection services, mullayer provisioning, anycast/manycast/multicast path
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computation, and the adoption of the OGF NSI CS proto€hése efforts have been made
possible primarilydue to an international collaboration of researchers, software developers, and
network operators on the OSCARS project.

4. General and Cloud Oriented Network Infrastructure Services
Provisioning

4.1 GENI-ORCA: A Networked Cloud Operating System for Extended
Infrastructure-as-a-Service (laaS)

ORCA is one of the GENI Control Frameworks and is being developed jointly with Duke
University by the Networking Group at RENCI/UNCH [30] [31] . Based on the extended laaS

cloud model, it can be regarded as an operating system for tiedbdsprovisioning of heteroge

neous resources across multiple federated substrate sites and domains. Each site is either a private
laaScloud that can instantiate and manage virteat).(Eucalyptus or OpenStack) and physical
machines, or a transit netwwodomain that can provision bandwidguaranteed virtual network
channels between its border interfaces (e.geEMNLR, or Internet2).

From the service provisioning perspective, ORCA can support multiple types-dérand
virtual infrastructure requests bbundomunbowe r s .
The bound requests explicttly specify the sites for provisioning theavior physical hosts. For

bound requests, the system determines the transit network providers needed to interconnect the
components provisioned in theagirentcl ouds via a constrained pa
unbound requests describe the virtual togy with required node and edge resources without
specifying which site or sites the embedding should occur in. For unbound requests, the system
selects a partitioning of the topology that yields a-eastictive embedding of the topology across
multiple cloud providers. Examples of typical requests include: (1) provisioning a group of hosts
from a cloud; (2) provisioning a virtual cluster of VMs incdoud, connected by a VLAN; (3)
provisioning a virtual topology within eloud; (4) provisioning an inteloud connection between

two virtual clusters in two dierentclouds; (5) Provisioning a virtualized network topology over
multiple clouds. In each of the examples a request may be bound (partially or fully) or unbound.

4.1.1  ORCA Architecture and Information Model

ORCA is a fully distributed system. An ORCA deployment consists of three types of components
(called actors in ORCA): slice manager or SM
manager or AM (one for each substrate provider) and a btb&eencapsulates a coordinated
allocation and authazation policy. Compared to the GENI architecture, ORCA has two major

unique capabilities : (1) ORCA broker can actually provide resource lagé&eervice via policy
enforcement, which includes coamdted allocation across multiple sites and substrate stitching

[31]; (2) The three components all support pluggable resource management and access policies
for accessing dierent types of substrates and interfacing wigredent user APIs. Internally
ORCAacorsuseawell eyned API (it mplemented using SOAP)
(signed promises of resources) annotated with property lists describing exact attributes of various
resources. Tickets are the fundamental mechanism that L&A brokers tocreate complex

policies for coordinated allocation and management of resources.

Resources within ORCA have a lifecycle and there are 5 types of models within this lifecycle.
ORCA actors generate, update, and pass these models around to acquire résivans@sirom

multiple substrate aggregates, stitch them into anteednd sl i ce upon user so
contr ol over the resources to the wuser. Thi s
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Figure 4.1.1.1nformation flow life cycle in ORCA architecture

4.1.1.1 Substrate delegation model

This is the abstract mo de |l to advertise an a
AMs use this represeritan to delegate advertised resources to ORCA brokek(ds may also

use this representation to describe resources in response to queries or to advertise resources to a
GENI clearinghouse. This model allows multiple abstractioele\as dierent AMs may want to

expose dierent levels of detail in resourcedaiopology descriptions of their substrate.

4.1.1.2 Slice request model

This is the abstract model to represent user resource requests. A typical request might be a virtual
topology with speciyc resources at t heODued ges
implementation allows the submission of a request via a GUI, automatic generation of a request
from a pointandclick interface or the use of an XMLRPC API for submission and monitoring of

the state of the request.

4.1.1.3 Slice reservation model

This is theabstract model used by ORCA keys to return resource tickets to the SMtoolter.

Each ticket containmformation on one or more slivers (individually programmable elements of a
slice) allocated from a speci ycobtai theslivesstty i n |
redeeming these tickets with individual resource provider AM actors. This model describes the
interdependency relationships among the slivers so that the SM controller can drive stitching
information for each sliver into the slicEurrently, ORCA uses the substrate delegation model,

l.e. the ticket contains a resource type and unit count for the resources promised in the ticket,
together with the complete original advertisement from the AM.
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4.1.1.4 Slice manifest model

This is the abst@d model that describes the topgy, access method, state, and other-post
conyguration information of the slivers with
input by an inteligent tool to drive the user experiment. It also serves as a@gielguaide as it

presents detailed information about slice topology that includes details iregambources
acquired from intermediate resource providers.

4.1.2 NDL-OWL: Ontology-Based Cloud Resource Representation

ORCA uses a set o f asuyomtolygies) forsrepresemtingitie dasacrmodeis to
describe resources from heterogeneous substrates. We developedWDLan extension of the
Network Description Language (NDI[32] originally developed to describe muléiyer transport
network resources. In NODWL we have developed ontologies to represent the compute
resources ircloud provider sites. As described above, we also developed the ontologies for the
request, domain delegation, and manifest information models as well.

We use a humber of mature semantic web software tools, like P{88gdo create and maintain

the ontologies. The Jena RDF/OWL Java package for[3dYya representing theesnantic web in

an internal graph struct ur-leased gagnaransing approaeh top e X i
implementing the policies for resource allocation, path computation, and topology embedding. It
enables these functions by generically codingarelomt i ng on declarative
than hardcoding assumptions about the resources into the policy logic.

4.1.3 laaS Service Interface for Infrastructure Control

Standard services and APIs with standard ek infrastructure control séces @ersa path to

bring independent resource providers into the federation. We developed drivers for ORCA to call
these APIs from populacloud and network provisioning platforms, whichcinde Eucalyptus,
OpenStack, ESst OSCARS, and NLR Sherpa.

To make topology embedding @fouds possible we also developed NE{#83] [35] a Eucalyptus

(and now OpenStack) extension that allows gM#RITUAL MACHINE ¢ o n y tipostoaenable

virtual topology embedding withineloud site. NEuca (proounced nyoah) consists of a set of
patches and addit i opsaidstaligduoats the votoahapiance arageotimat s c |
enhance the functionality of a private Eucalyptus or OpenSidwld without interfering with its

normal operations. It allowsirtual machins instantiated via Eucalyptus or OpenStack to have
additionalnet wor k i nterfaces, not controlled by Eu
physical worker interfaces.

We also developed an ImageProxy service for uniform management of images across multiple
cloud sites. It is a standlone caching server aachcloud site that enables the site to import
images on demand from an Internet server. Thus a user is relieved from having to explicitly
register an | mhbwieewvibea bpetéeygd t he user sp
URL (and animag8HA-1 sum for veriycation) and | magePr
and registers the image at the site where user slivers will be instantiated.

4.1.4  Cross-aggregate Stitching

ORCA provides a general facility for creaggregate stitching that applies for network stitching
and other stitching use cases as well. This feature enables ORCA to orchestradesrehd
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stitching across multiple aggregates. It can incorporate-duterdn circuit services aered by

third parties. Currently, ORCA uses dynamic lagevlan circuit as the primary mechanism for
endto-end virtual networking. The stitching process uses explicit dependency and capability
tracking within each intedomain pathn a slice to instantiate the resources in the proper order of
their dependence on each other (e.g. one site may depend on the other to provide a circuit/VLAN
tag before it can be stitched into a path).

Based on the switching and label swapping capggptihe ORCA controller constructs a directed
dependency DAG as it plans a sliceds virtua
controller then traverses the DAG, instantiating slivers and propagating labels to their dependent
successors as the ldb&ecome available.

4.2 GEYSERS Generalised Infrastructure Services Provisioning

4.2.1 GEYSERS Architecture

GEYSERS[36] introduces a new architecture thatoguealifies the interworking of legacy planes

by means of a virtual infrastructure representation layer for network and IT resources and its
advanced resource provisioning mechanisms. The GEYSERS architecture presents an innovative
structure by adopting the conceptdadS and service oriented networking to enable infrastructure
operators to offer new network and IT converged services. On the one hand, the @éeaiesl
paradigm and laaS framework enable flexibility of infrastructure provisioning in terms of
configuration, accessibility and availability for the usé€n the other hand, the laybased
structure of the architecture enables separation of functional aspects of each of the entities
involved in the converged service provisioning, from the service constiniée physical ICT

infrastructure.
Service Consumer
Service Middleware Layer (SML)
Virtual ITManagemen(VITM)
| ------------------------------------------------ [ i
IT-aware Network Control Plane (NCP+) J

"= ' Inter-layer E l - [l 7 o 85
\-,- communication : = 5 =i
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@ Virtual Network resource
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Physicalnfrastructure
Figure 4.2.1.1GEYSERS layered architecture
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Figure 4.2.1.1shows the layering structure of the GEYSERS architecture reference rikadél.

layer is responsible to implement different functionalities covering theefdito-end service
delivery from the service layer to the physical subst@#tral to the GEYSERS architecture and
focus of the project are the enhanced Network Control Plane (NCP), and the novel Logical
Infrastructure Composition Layer (LICL)The Serice Middleware Layer (SML) represents
existing solutions for service management and at the lowest level there is the Physical
Infrastructure layer that comprises optical network and IT resources from different Physical
Infrastructure Providerd€Each of thee layers is further described below.

4.2.2  Physical Infrastructure

The GEYSERS physical infrastructure is composed of optical network and IT resources. These
resources may be owned by one or more physical infrastructure providers and can be virtualized
by the UCL. The term infrastructure refers to all physical network resources (optical
devices/physical links) used to provide connectivity across different geographical locations and
the IT equipment providing storage space and/or computational power to thee seyasumer.

From the network point of view GEYSERS will rely on the L1 optical network infrastructure. The
GEYSERS architecture is expected to be generic enough to cover most of the technologies used in
the existing optical backbone infrastructures offereby t odayds infrastruct
Nevertheless, focus will be on Fiber Switch Capable (FSC) and Lambda Switch Capable (LSC)
devices. From an IT point of view, IT resources are considered as servig@ietsl to be
connected to the edge diet network. IT resources are referred to physical IT infrastructures of IT
such as computing and data repositories.

The physical infrastructure should provide interfaces to the equipment to allow its operation and
management, including support for virtaation (when available), configuration and monitoring.
Depending on the virtualization capabilities of the actual physical infrastructure, physical
infrastructure providers may implement different mechanisms for the creation of a virtual
infrastructure. th terms of optical network virtualization, GEYSERS considers optical node and
optical link virtualization. Moreover, the virtualization methods include partitioning and
aggregation.

e Optical node partitioning: It entails dividing an optical node into sévex@dependent
virtual nodes with independent control interfaces by means of Software and Node OS
guaranteeing isolation and stability.

e Optical node aggregation: It entails presenting an optical domain or several interconnected
optical nodes (and the assmiedd optical links) as one unified virtual optical switching
node with a single/unified control interface by means of Software and Control/Signalling
Protocols. The controller of the aggregated virtual node should manage the connections
between the interh@hysical nodes and show the virtual node as a single entity.

e Optical link partitioning: It entails dividing an optical channel into smaller units. Optical
fibres can be divided into wavelengths and wavelengths intevauielength bandwidth
portions thattan be performed e.g. using advanced modulation techniques. The latter is a
very challenging process especially when the data rate per wavelength is >100Gbps.

e Optical link aggregation: Several optical wavelengths can be aggregated into a super
wavelength vith aggregated bandwidth ranging from waveledgtnd, to fibre or even
multi-fibre level.

After partitioning and aggregation, optical virtual nodes and links are included in a virtual

resource pool used by the LICL to construct virtual infrastructurless,t multiple virtual
infrastructures can share the resources in the optical network. This means that isolation between
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the partitioned virtual resources has to be guaranteed at both data (physical isolation) and control
level.

4.2.3  Logical Infrastructure Composition Layer (LICL)

The LICL is a key component in the GEYSERS architecture. It is located between the physical
infrastructure and the upper layers, NCP and SML. The LICL is responsible for the creation and
maintenance of virtual resources as well as alriofrastructures. In the context of GEYSERS,
infrastructure virtualisation is the creation of a virtual representation of a physical resource (e.g.,
optical network node or computing device), based on an abstract model that is often achieved by
partitionng or aggregation. A virtual infrastructure is a set of virtual resources interconnected
together that share a common administrative framework. Within a virtual infrastructure, virtual
connectivity (virtual link) is defined as a connection between oneopar virtual network element

to a port of another virtual network element.

The LICL utilizes a semantic resource description and information modelling mechanism for
hiding the technological details of the underlying physical infrastructure layer frivastimucture
operators. Consequently, the LICL acts as a middleware on top of the physical resources and
offers a set of tools that enable IT and Optical Network resource abstraction and virtualization.
Moreover, the LICL allows the creation of virtual rastructures using the virtualized resources

and a dynamic cdemand replanning of the virtual infrastructure composition. The LICL
manages the virtual resource pool where virtual resources are represented seamlessly and in an
abstract fashion using a stard set of attributes, which allows the enhanced Control Plane to
overcome device dependency and technology segmentation. The LICL also brings the innovation
at the infrastructure level by partitioning the optical and IT resources belonging to ondiptemul
domains. Finally, LICL supports the dynamic and consistent monitoring of the physical layer and
the association of the right security and access control policieslCL mainly supports the
following functionalities:

Physical resource virtualization

Semantic resource description and resource information modelling

Physical/virtual resource synchronization and monitoring

Virtual infrastructure composition and management

Virtual infrastructure planning/rplanning

Security handling

The LICL requiregrivileged access to the physical infrastructure resources in order to implement
isolation in an efficient manner. It also works as a middleware that forwards requests and
operations from the NCP to the physical infrastructure native controllers. Thehisved by

using a Virtual Infrastructure Management System (VIMS) that is a set of tools and mechanisms
for control and management of its resources

4.2.4  Network + IT Control Plane (NCP+)

The GEYSERS network and IT control plane (NCP+) operates over a virtinastructure,
composed of virtual optical network and IT resources, located at the network edges. The virtual
infrastructure is accessed and controlled through a set of interfaces provided by the LICL for
operation and rplanning services. The NCP+ affea set of functionalities towards the SML, in
support of ordemand and coupled provisioning of the IT resources and the transport network
connectivity associated to IT services.
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The combined Network and IT Provisioning Service (NIPS) requires the aiapebetween

SML and NCP+ during the entire lifecycle of an IT service. This interaction is performed through
a serviceto-network interface, called NIPS UNI. Over the NIPS UNI, the NCP+ offers
functionalities for setup, modification and tedown of enhaced transport network services
(optionally combined with advance reservations), monitoring and-dagss recovery.

The GEYSERS architecture supports several models for the combined control of network and IT
resources. The NCP+ can assist the SML in the selection of the IT resources providing network
guotations for alternative pairs of IT end points (assisted unicasiections). Alternatively the
NCP+ can select autonomously the best source and destination from a set of end points, explicitly
declared by the SML and equivalent from an IT perspective (restricted anycast connections). In
the most advanced scenario, thER¥ is also able to localize several candidate IT resources based
on the service description provided by the SML, and computes the most efficietot emd path
including the selection of the IT embints at the edges (full anycast connections). Thesksy

point for the optimization of the overall infrastructure utilization, also in terms of energy
efficiency, since the IT and network resources configuration is globally coordinated at the NCP+
layer.

SML

s IT {(+green) parameters
NCP
NIPS —) Net+lT green-aware
Server Path computation

PCE's view of domain topology

‘___ — Virtual Nodes
GMPLS Controllers
MET (+green) parameters'

Figure 4.2.4.INCPT Network and IT energgware service provisioning

The NCP+ is based on the ASON/GMP[¥] and PCE[38] architectures, is enhanced with
routing and signalling protocols extensions and constraints based route computation algorithms
designed to support the NIPS and, on the other hand, to optimize the energy efficiency for the
global service provisionindRarticularly the NCP layer implements mechanisms for advertisement
of the energy consumption of network and IT elements as well as computation algorithms which
are able to combine both network and IT parameters with energy consumption information to
sele¢ the most suitable resources and find an-®peind path consuming the minimum total
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energy.Figure 4.2.4.1shows a higHevel representation of the NCP+: the routing algorithms at
the PCE operate over a topological graph created combining network grardimeters with
Agreeno parameters, retrieved from the SML (I

Finally, another key element for NCP+ is the interaction with the LICL in order to trigger the
procedures for the virtual infrastructure dynamiepi@nningon the network side. In case of
inefficiency of the underlying infrastructure, the NCP+ requests the upgrade or downgrade of the
virtual resources in order to automatically optimize the size of the virtual infrastructure. The
involved algorithms take intaccount current network traffic, forecasts for resource availability
and utilization in the medium and long terms, as well as specific SLAs established between
provider and operator for dynamic modifications of the rented virtual resources.

4.3 OpenNaaS: An Open Framework for Networking as a Service

While dynamic and muldomain provisioning of network resources has been a-stanging
research area, the rise ddad computing now imposes even more challenging requirements. Very
often,organizationglo not have the capability to manage their network infrastructures, whether to
build new ones, or to have tools to manage their part of the network as it has remained under the
control of the infrastructure providers. Theseganizationsneed a solutionhat offers them an
Infrastructure as a Service with the capability to configure or deploy their own services on top.

In order for NRENs and operators to be able to deploy and operate innovative NaaS offerings, an
appropriate toolset needs to be createdh\uch goal in mind, Mantychore FF39] has created
the OpenNaaS framewo[40] .

OpenNaaS was born with the aim to create an open source software project community that allows
several stakeholders to contribute and benefit from a common NaaS software stack. OpenNaaS
offers a versatile toolset for the deployment of NaaBnted services. The software is released

with a dual GPL/ASF licensing schema that ensures that the platform will remain open and
consistent, while commercial derivatives can be built on top. This open schema allows trust to be
built on the platformas NRENs and commercial network operators can rely on the continuity,
transparency and adaptability of the platform.

In that sense, each network domain would be able to use their own OpenNaaS instance to:
e Getresources from the network infrastructureteos, switches, links or provisioning
systems.
Abstract them to service resources, independently of vendor and model details.
Embed instantiation of virtualized resources in the regular BSS workflows.
e Delegate management permissions over the infrasteucdgpurces they own so that
Al nfrastructure iIintegratorso can control t

With an eye on versatility and smooth integration, OpenNaaS offers a powerful remote command
line, as well as welservice interfaces. This wetervice inteface will offer the possibility to both

build a GUI and integrate it with existing middleware applications already deployed in the virtual
research organisations.

4.3.1 OpenNaaS Extensions

Several extensions for OpenNaaS are being developed inside the Mantychore FP7 project. Beyond
that, other extensions are being created in parallel projects, leveraging the same core components
and bringing reusability across distinct research efféwgof version 0.9, OpenNaaS supports the
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following abstracted resources:
Routers

ROADM®G s

BoD Domain services
IP Networks

For the Router resource, a driver for JunOS has been implemented which supports virtualization
(interfaces and routing instances), IP, tiog (static and OSPF) and GRE tunnels. More
capabilities will be added in the near future, such as IPv6 and firewalling. The ROADM extension
allows dynamically modifying the ROADM switching table between optical channels.

On the other hand, the BoD Domagpresents an opaque domain, controlled by a provisioning
system that the user can call to obtain L2 links. The current implementation supports GEANT
BoD (AutoBAHN).

The IP Network resource groups together Routers and BoD Domain resources into aulugical
while adding a topology. This allows users to manage all the resources in an orchestrated way
(currently you can deploy netwomkide OSPF configurations). Furthermore, it allows delegating
configuration rights to users in an aggregated mode, instdadealing with individual
infrastructure resources.

3P
Middleware

Scripting
OpenNebula
OpenStack NS

Remoting

3P
Extensions

Network Resource

8
b=
=}
(=]
w
w
=
=
w
—
=
[=]
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Optical Switch

BoD Resource
Resource

Resource Layer
Resource Lifecycle
Protocol Session Manager

Security

Persistence
Resource

Figure 4.3.1.10penNaaS Framework Architecture. Three main parts can be distinguished: the Platform Layer
(bottom), which contains all common functions for resource management and device drivingsdluece Layer
(middle), where the different resource models with associated capabilities are implemented; and the Remoting Layer
(top), where all connectors td®®arty middleware systems are implemented.
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4.3.2  The OpenNaaS Community

The OpenNaaS user communiign be split in three different roles:

e Infrastructure Providers : Those who own a network infrastructure (NRENS or telecom
operators) and need enhanced flexibility in order to lease virtualized slides.

e Serwice Providers While traditionally overlappingwith the infrastructure provider, this
emerging role is composed of those who aggregate third party virtual infrastructure resources,
in order to add value for concrete customers or vertical markets. A service provider needs to
maintain tight control on wat resources are being consumed and the management rights
delegated to endsers.

e End-User. The NaaS endser has sophisticated needs which go beyond the pure consumption
of the networking infrastructure. Complex and demanding applications not only cesthia
degree of management control over the resources, but also need quick and on demand
provisioning.

With this in mind, the following user groups can benefit from OpenNaaS:

e Network and datacenter operators who seek to provide richer virtualizationesety their
customers.

e Infrastructure management software, ie. cloud managers, provisioning systems or simple
software projects which can benefit from extended infrastructure management and awareness.

e Research groups or individuals who would lke to aseirtual infrastructure and reuse the
framework in order to focus in the relevant business logic.

e Equipment manufacturers and solution providers who seek added value through integration and
interoperability.

Initially four research communities will beriefrom OpenNaaS powered services: the Danish
Health Data Network, the British Advance High Quality Media Services, the Irish NGI effort, and
NORDUnRet through their cloud services These services will be deployed *CUNIORDUnNet

and HEAnetThe OpenNaa$ommunity

4.3.3  Future of OpenNaa$S

OpenNaaS has a roadmap, which can be influenced by the community members. A summary of
this roadmap is as follows (if you would like to influence this roadmap, please refers to the
community section below).

In the short term,a connector for OpenNebula 3.0 will be developed. This will allow the
integration of computing and storage resources with network provisioning workflows. While, in a
longer term, OpenNaaS aims at beingacdrop r epl acement for OpenSta
On the security front, SAML and an ACL engine will allow integration with existing
authentication systems (i.e. EAuGAIN), while keeping-fineined access control to OpenNaaS
resources.

Currently under development is a porting of the Harmony serpdd , which provides
lightweight interdomain capabilities and Bandwidth on Demand provisioning of transport
network services. An infrastructure Marketplace andgnawareness prototypes are also under
developmentLikewise, OpenFlow support will also be explored.

5. Provisioning infrastructure services in Clouds

The currentloud services implemerthreebasic provisioning models: Infrastructure as a Service
(laaS), Platform as a Service (PaaS), and Software as a Service (SaaS). There are many examples
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of PaaS and SaaSvhich are typically built using existing SOA and Web Services or REST
technologies. Havever, the laaS modelyhich intends to provision user or operator manageable
infrastructure services, requires a new type of service delivery and operation framework

This section discussd®w cloud and infrastructure serviceare related through thaovisioning
of interconnected compute and storage resourSeecific attention is paid to how network
parameters are provisioned.

5.1 Amazon Web Services (AWS)

Amazon provides both laaS (Infrastructure as a Service) and PaaS (Platform as a &=aieiod)
services The Amazon laaS services includbe Amazon Elastic Cloud Computing (EC2) and
Amazon Simple Storage Service (S3he following is a short overview of their characteristics
and content.

51.1 Amazon EC2

Amazon EC2 is aVeb service that provides resizalslempute capacity in theloud [42] [43] .
The EC2 AMIs (Amazon Machine Instancefoyms the basic infrastructure on which applicagion
can be deployed just as any other server. These are available wabnfigrired infrastructure
resources which can be used for deploying applications and code. Cost of these instances varies
based on infrastructure and licenses (open source infrag&usds no such costs), configuration
and type of instance purchasé&astances can be of three types:
e Reservednstanceswhich can be purchased wilone time payment for a long term
reservation and are available at considerably lower prices.
e On-Demandinstanceswhich are foimmediate demands bwtith comparatively higher
prices.
e Spotinstanceswhich is unused capacity for which users canfibid

The AMI allows the following controls over the provisioned infrastructure:

o Network managemerdnd accessontrol tothe AMI configuration

e Decideon thelocation of the AMIs and manage static IP addresses. Currently there are
eight availability zones for a user to choose a8 East (Northern Virginia), US West
(Oregon), US West (Northern Califua), EU (Ireland), Asia Pacific (Singapore), Asia
Pacific (Tokyo), South America (Sao Paulo), and AWS GovCloud

e Useofa Web based management consbé.professional use where this management
and creation of instances is required everydayelopers &ve an option taiseAWS
command line tools which allows them to write scrifisscripting language of their
choicesuch aRuby, bash, python) to automate this management.

To support the AMI,HPC (High Performance Computing) Clusteshich includecustom build
Cluster Compute and Cluster GPU (Graphical Processing lofristructureinstancesare used
to provide high computational and network performance.

In addition, gh 1/O instancessuch asvirtual machine instancesvhich use SSD (Solid Stat

Disk) technology to provel I/O rates (> 100,000 IOPSare used tacreae high performance
NoSQL databases.

5.1.1.1 Amazon EC2 User Application Component Services
The following outlines the user application component services offered by Amazon EC2:
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e EBS ElastidBlock Stores a service which providdsghly available and reliablstorage
volumesthat areindependent andersistent across thige of anAMI. These volumes can
be used as a boot partition for a particular instance or as a storage space with backend
replication for longterm durability.

o Elastic IP Addresss apersistentP address which can be allocated to a particular user
account and videsthe user withthe ability to dynamicallyassociate / configure them to
any AMI. These can even be configured to switch to a replacement instaheeswvent of
a failure inthecurrent AMI.

e VPC (Virtual Private Cloudgallows organizations to us®WS resources along with their
existing infrastructure ina VPN (Virtual Private Netwoti)ncreasecompute capabilities
beyondthe local resources

e CloudWatchs a servicdo monitor AWS resource utilization, operational performance,
and overall demangatterns.

e Auto Scalingallows users to dynamically provision and relinquish resources used by their
applicatiors depending upon demand in rtime. This can be used to handle sudden
spikes in demand withotihe need to pr@verprovision resources.

o Elastic Load Balancingan balance load between multiple AMIs located within a single
availability zone or multiple zoseThis product can even be ugsedcreate fault tolerance
wherein the system monitors health of each AMI and distributes load betaetre
instances.

e VM Import / Exports a service which provides functionality to upload custanoal
machineimages and store a live instance as an image. This feature savesthdatfioft
that goes intahecreation of a custom instan¢@stalling infrastructure components,
installing applications, security and compliance featlets.

5.1.2 Amazon S3

Amazon S3(Simple Storage Service) is servicethat stores large amounts of dateand is
accessible via thénternet[44] . It stores data as objects associated with unique. KEyese
objects can store up 5 terabytes of datandare bound tospecificbuckes which can only be
stored in a particular regionv@ilability zone). This aspect is very important when developing
applications whichmustadhere to data privacy lawlkat mandate datto be stored in a particular
geographical region.

Additional services provided by Amazon include/S Marketplacethatis an online store where
users can purchase software to run on AMIspay as you go basis.

5.1.3 Network and IP Addresses Management in AWS

Each EC2 instangevhen created is associated with qmesate and ongublic IP address.The
private IP address issedwithin the EC2 LAN (Local Area Network).The public IP Address is
advertisedto the Internet and has 1:1 NAT (Network Address Translatiompapping tothe
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private IP address dhe EC2 instanceand isused to access théMIl by the uses over the
Internd.

The Hastic IP addressa public IP address accessibletbe Internet ands associated with user's
EC2 accountA user can associate this IP address to any particular EC2 instance rented with that
accountand at any time change the mapping dynaliyico a different EC2 instance

Amazon Route 585] is a DNS (Domain Name Server) service provided by Amazon to map EC2
instance IP addressto a domain name®&ecently this service introduced a new featuedency
Based Routing (LBR)to route application users to AWS epdints (EC2 instance) whichave

the best performance (least latency) at the time of requdss can providethe benefit of
intelligent DNS based load balancing for applications.

5.2 RackSpace

RackSpace came into existenceaadT hosting companynd has gradually expanded to offer IT
infrastructure servicessing thecloud model. The Rackspace Cloud serviceslude the following
components

e Cloud Filesis a scalable online storage service which provides disk spagpagnfor use
basis (currently at USD 0.15/GB/montHh)canalso serveasa CDN (Content Delivery
Network) and competes withe Amazon S3 (mentioned above)tire markeplace

e Cloud Serverss an laaS offering which provides servers with Linux and Windows
operating systems to be used for deployment of applicafldms.service is very similar to
Amazon EC2andcompetes with EC2 on prices.

e Cloud Sitess a PaaS offering whircprovides an expedient way for businesseasitatheir
softwarein the doud. There is a basic monthly fee for a galiocation of resources, with
additional resources charged on a utility computing basis.

5.2.1 Rackspace General Infrastructure Services

Cloud Sitesis a service which provides managed web hosting platform with benefitio uf
technologies like elasticity to handle demand fluctuations.

Hybrid Hosting Solutionss another offering which provides the option of setting up a hybrid
cloud within Rackspace's infrastructure. This feature is quite similah&dAuto Scaling' feature

provided by EC2.

5.2.2 RackSpace Network Service

There is no specific service that allows the user or application to control network performance or
topology. Instead theprovider declares that they have built an advanced internal network
infrastructure with dedicated links and advanced network management infrastructure used only for
services provided to customers. This is reflected in their standard Service Level Ageeement
(SLAs). To use the whole potential of this internal infrastructure, the users need to connect to the
RackSpace datenters with the dedicated link.

To provide multiple redundancies in the flow of information to and from the data centers,
RackSpace pamers withseveralnetwork providers. To protect from complete service failures
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caused by a possible network cut, every fiber carrier must enter the data cethistiscpoints.

The Proactive Network Management methodology monitors route efficiencyeaddiser
performance, automatically improving the network's topology and configuration itimealThe
network's configuration, edeveloped with Cisco and Arbor Networks, guards against any single
points of failure at the shared network level. Therealis option to extend internal network
infrastructure to the customer local/VLAN environment/sitene retwork is also constantly
monitored for latencies and intrusion.

6. Existing Cloud Middleware for Infrastructure Services Provisioning

The existing Cloud Maagement software provides a functional layer between a user or user
application and physical resources which are typically virtualise@llow cloud based service
virtualisation and provisioning edemand with dynamic scaling or elasticity.

6.1 OpenNebula

OpenNebula is af®pen Source Cloud management softwafd6] that originated from the EC
funded project RESERVOIR anslcurrently is one othe morepopularcloud software platforra

The first version 1.0 was release in 20@8d snce then the projed is being sponsored ke
Distributed Systems Architecture Research Group (http:#essarch.org) athe Universidad
Complutense de MadridSubsequently, a new stagp C12G Labs was created to provide
professional support for OpenNebula and also peig@onsaghip of the project. OpenNebula has

a strong reputation as an opswurce project and is actively used in research and academic
communities as a simple and e&syl to setupcloud frameworks [47] .

As acloud framework OpenNebulaprovides users more control over its features, options for
customizatiopanda standardibvirt interface[48] for managingvirtual machins. In addition, t

uses NFS for storing disk image3penNebula has a scheduler which can do the basic tasks of
scheduling virtual machinebut its scheduling antase management can be improved by using
another open source lease manager Hd#@ja Haizea can be used saispend and resummetual
machine with preenptible leasedo relinquish resources for higheriority lease jobs

OpenNebula as a framework can be deployed on a single machine to host virtual machines or
manage other host nodes. A host node in itself is a physical machine eamdiost virtual

machnes for thecloud when it isregistered with OpenNebul@penNebula imposes very little
restrictions in terms of configuration and packages that should be deployed on the host machine.
Any machine withthe libvirt library, the required hypervispoend as er wi t h name 6o
may be used as a host node.

The OpenNebula core consists tife following components which manage virtual machines,
networks, hosts and storage by invoking appropriate dr(gesf=igure 61.1):

e SQL Poolis a database which pradesthe persistence state of tledoud and can be used in
theevent ofa failure to recovethe last persisted state.

e Reguest Manageconsists oain XML -RPC interface which exposes most of the functionality
of this framework and is invokeasing acommanl line interface.

e VM Manager monitors and manages virtual machines using libraries like libvirt.

e Host Managermanages host nodes registered aiti®penNebula installation.

e VN (Virtual Network) Managerhandles IP and MAC addressesd provides functicality
for thecreation of virtual networks.
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Figure 6.1.10penNebula and its components

Administraive functions allowcreating and managing an laasfrastructure and include the

following tools:

e Sunstoneis a GUI (Graphical User Interface) created in Ruby which can be used to invoke

OpenNebul abds

command

l i ne ¢cloud er f ace

t o

Creat

e Command Line Interfaceis an APl (Application Programming Interface) which can be
directly used to create amdanage theloud.

e Scheduler / HaizedDpenNebula comes with its own scheduler which can be used to schedule
actions within thecloud. OpenNebula also provides option to use Haizea an open source lease
manager which can perform scheduling and lease mamagem

Administrator can use OpenNebula by logging in to head node (via ssh) andthesingevm'
command to create a virtual machine. This resultheatvirtual machine@mage getting copied to a
host nodewith a hypervisor installedThe read nodehenuses libvirt to manage the host node to
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install the virtual machineimage. The tost nodesubsequenthcreates a virtual NIC which is
mapped to a particular IP address and MAC addxgtben the virtual network.

6.1.1  Network Management in OpenNebula

OpenNebulamanages network connect®tor its virtual machine with the help of virtual
networks.A virtual network consists &f separate set or range of MAE Addresses which can be
assigned to a newirtual machinenstance. This network is associated to a pdatsietworkusing

a network bridgeTo simulate EC2 functionality ithe OpenNebula frameworkan administrator
can attach each host nfaige tobothaprivate network with ndnternetconnectivity anda public
network withInternetconnectivity. This will give eachvirtual machineinstance one public and
one private IP address.

6.1.2 Load-balancing in OpenNebula

OpenNebula has no separate component for applyingblatahcing on top of an existing
configuration like Elastic Load Balancing provided by AW® load balance applications
deployed in OpenNebulé hasto be implemented separately on virtual machirgs.article by
C12G Support Tearfb0] shows how this canébdone usinghe NGinx load balancer to create a
hybrid cloud which scales out tatilize AmazonEC2resources

6.2 OpenStack

OpenStack is an open sourdeud computing framework targeted elbud providers and large
organizations to be used fohle creation of public/enterpriselouds [51] OpenStack is a joint
development projedbretweenNASA and RackSpac€loud hosting.It was started in July 2010
and its irst version 'Austin' was released in Oct 20OthatrespectOpenStack is the latest open
sourcecloud computing frameworkvith wide supportfrom industry. The OpenStack framework
includes the following components (deigure 62.1):

e Nova[52] or OpenStack Computea doud controller for the laaS system that represents
global state and mediates interactions with other compornéhts seven main
components:

e API Serveis a web services interface for accepting user requests.

e Compute controllemanages compute nodes which host virtual machines.

e Objectstore or Swifis a distributed, fault tolerardndpersistenbbject storage system
which has evolved from Rackspace's codeCltmud Files. It providesthe same storage
functionalityasAmazon S3.

Auth manageis acomponent whiclperformsauthentication and authorization.
Volume controllermanages volumesvhich are detachable block devicgstcan be
attached to a particular virtual machine instance.

e Network Controllermanages virtual networksvhichincludesthecreation of bridges
andVLANSs between compute nodes.

e Schedulemanagesheallocation of resurces tovirtual machine.

e Glanceis an image database for persisting and retrievirigal machinemages.
o Keystones an identity managemeservice(available as a separate components since

OpenStack Folsom release in September 2@4#3h managessers, roles and
permissions.
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e Horizonis a web application which providesy@nagmentconsole or dashboard for
managing OpenStack (projects, instances, volumes, images, security aimjess
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Figure 6.2.10OpenStack and its components

6.2.1  Network management in OpenStack

The previous version of OpenStackr{or to Folsom release in Sept 2012) network management
has been performed by the Network Controller in Nova. Starting thefRolsom release, network
management is performed by the independentponent Quantum.

Logically Nova supports two types of IP address:

e Fixedwhich are associate with virtual machine instance at creation and remain associated
till termination and

e Floating which can belynamicallyattached/detached/fmoma runningvirtual machine
instance at ruitime from Horizon or usinghe novaapi.
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For fixed IPs Nova supports following three modes of networking:

o Flat mode provides eackirtual machinenstance with a fixed IP associated with a default
network bridge This carbe manually configured before an instance is bodlesé mode
is currently applichle to linux operating systeme/hich manage network configuratiem
letc/network/interfaces (Debian & Ubuntu).

e Flat DHCP mode improves upon Flat mode by creating a DHCP seryaotode fixed
IPs tovirtual machineinstances.

e VLAN DHCPMode isthedefault networking mode in which Nova creates a vlan and
bridge for each projec¥irtual machine instances in the project atiecated a private IP
addressrom range of IPsThis private IPaddresss accessiblenly within the vlanUsers
canaccess these instances by using a special VPN instance called ‘cloudpipe’ which uses a
certificate and key to create a VPN (Virtual Ry Network).

The Quantumnetwork manageaddsthe followingnew functionalities:
e Give cloud tenants an API to build rich networking topologies, and configure adlvance
network policies in the cloud; e.greate multitier web application topology

e Enableinnovation plugins (open and closed source) that introduce advanced network
capabilities; e.g. use Lin-L3 tunneling to avoid VLAN limits, provide ertb-end QoS
guarantees, used monitoring protocols like NetFlow.

e allows building advanced network sex&s (open and closed source) that plug into
OpenStackenant networks; e.g. VREaS, firewallaaS, IDSaaS, dataentef
interconnectas.

6.2.2  Load Balancing in OpenStack

Atlas Load Balancer is new component in OpenSthekaillows users to apply load balancing to
an existing configuration instead of adding a custom implementation for a particular applitation.
is designed to provide functionality similar to Amazon's ELB (Elastic Load Balancing) and
provides a RESTful API for user

6.2.3  Comparison between OpenNebula and OpenStack

In comparison to OpenNebul®penStack is a muclargerand more complex framework to
understand and installThe basic concepts are still the saf@ example theSunstone GUI
(Graphical User Interface) in g@nNebulais functionally equivalent to thélorizon Dashboard
GUI in OpenStackWhere OpenStack hathe distinct componen&lance for handling images,
OpenNebulaprovides that functionality internallyHowever OpenStackdoes provides more
functionality which are not present in OpenNehwach as scalable object storgSwift), andan
identity manager{eyStong.

OpenStack as a framewotkat can be deployed on a single machine for development and test
versions.There is alefaultshell script nan& 'devstack'which wasinitially created by Rackspace
and now maintained byhe open source communitythat contains most of the configuration
information. Unlike OpenNebula which can work with any host node wikvirt deployed,
OpenStackrequires each hoshode to have akeast three Nova packages deployed: Network
Worker, Compute Workerand novaapi.
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6.3 Eucalyptus

Eucalyptuswvas developed as aopensource replacement for Amazon's EC2 for large enterprises
planning to setup their privatdoud [53]

Eucalyptus started as a research project in HPC (High Performance Computing) in Computer
Science Department ahe University of California, Santa Barbar@ treate an open source
framework similar to AWS (which is a@ded source platformBecauseof its similarity with

AWS featuresthis framework became quite popular and was used and supported by NASA for
their researct5ince201Q NASA has shifted itsigpport to OpenStack as an opsource platform

of choice Currently Eucalyptus development is supported by Ehwealyptus Systems, Inc.
foundedin 2009 to provide commercial support fits framework.In 2012 Eucalyptus Systems,

Inc. signed a deal with AWS to collaborate on development and increase interoperability between
the Eucalyptus framework and AWS platform.

Figure 63.1illustrates thanain Eucalyptuscomponents
e Cloud Controlleris the single pointfcontrol for thecloud and contains a Web Based
interface and Euca2ools command line interface meant to help administrators interact with
thecloud and its componentst is used by administrators to manage images, clusters,
users, nodesnd infrastructte components withithe cloud. It also exposes an AWS
compatible interface.

e Walrusis storage service for storing large amounts of data generally ugeerdisting
virtual machinemages.In comparison to AWS its purposesisnilar toAmazon S3.

e Cluster Controllersmanage each cluster withtihe privatecloud. There is a separate
Cluster Controller for each cluster aihds responsible for managing nodes contained
within that clusterNode machines are physical machines with a Node Controlléw b
onthemto be used as a host machine for creatitigal machinenstances.

e Node Controlleris a part othe Eucalyptus framework used for managing a particular node
machine.lt interacts witha specific hypervisord.g.KVM, Xen, ESX, ESXj etc) to create
and manageirtual machins, acting as an intermediary to receweual machinemages
and deploying them on nosle

e Storage Controlleis a storage component specific to a particular cluster which may be

used for storing volumes, takingrtual machinesnapshotsand attachinfgletaching
volumes.lt isEucalyptube qui valent to Amazonds EBS (EIl a
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Figure 6.3.1Main functional components of the Eucalyptus framework

6.3.1  Network Management in Eucalyptus

Networking forvirtual machinecreated by Eucalyptus framework follows similar pattern as EC2.
Eachvirtual machineis given a private IP address and public IP addiEss.givate network is
created using VDE (Virtual Distributed Ethernet) whisla virtual network famework to create
‘ethernet compliant' virtual networké& public network is created and configured by cluster
controllers which may assign public IP addresses in one of the three ways:

e Usinga DHCP (Dynamic Hos€onfigurationProtocol) server

e Selecing IP addressefom a particular range

e Manually configured byanadministrator

To provide functiondy parity to A ma z oEQ® feamework Eucalyptussupports the concept of
Elastic IPs wher@a user is given control of an IP addrégsassociatat to any one dthe running
virtual machine instances createdthg Eucalyptus framework.

Since version 1.,5Eucalyptushasprovided a highly configurable networking subsystem which
allows admimstratos to choose between one of tlsdlowing four networking modes:

e Systenmode is the simplest but offetise least number of features. Each virtual machine
instance is assigned a random MAC address before it is bddtetR? address associated
with the MAC address is taken from a DHCP server (which md@i8HCP serveias to
be configured).
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e Staticmode maintains a map of MAC and IP addresgeish theadministratorcan
allocate for each virtual machine instance credtethis mode theframework controls the
DHCP server to keep track of IP addresses allocated.

e Managel modeprovidesall the networkingfeaturesavailable inEucalyptussuch as
management of security groups, creation of ElasticdRg network isolation for virtual
machinesin this mode thenetwork controls the DHCP server and allows users to create
'security groups' or ‘named networks' to apply ingress rules to particular protocols and
ports.IP addresses are allocated and network ingress rules are applied btsed on
network to whictthe virtual machine belongs®.

e ManagedNOVLANmMode is similar tdManage mode described above but offers no
network isolation.

6.3.2  Load-balancing in Eucalyptus

Eucalyptus currently has no separate component for applyingbmladcingapart from the
existing configuration like Elastic Load Balancing provided by AWwever there are
indications that thelevelopment of such a componentestinedor a future release.

7. Existing standards

This section will includeashort summary of the standards related to infrastructure services.

7.1 NIST Cloud Computing related standards

The longterm goal ofNIST is to provide leadership and guidance aroundcthiad computing
paradigmand catalyseits use within industry and government. NIST aims to shorten the adoption
cycle, which will enable neaterm cost savings and increased apiid quickly create and deploy

safe and secure enterprise solutions. NIST aims to folstad computing practices that support
interoperability, portability, and security requirements that are appropriate and achievable for
important usage scenarios. TNBST area of focus is technology, specifically interoperability,
portability, and security requirements, standards, and guidance. The intent is to use the standards
strategy to prioritize NIST tactical projects which support USG agencies in the secure and
effective adoption of theloud computing model to support their missions. The expectation is that
the set of priorities will be useful more broadly by industry, SD&sud adopters, and policy
makers.

7.1.1  NIST Cloud Computing related activities and Standards

Since first publication of the currently commonly accepted NIST Cloud definition in 2008, NIST
is leading wide internationally recognised activity on defining conceptual and standard base in
Cloud Computing, which is currently framed out in the followaagivities:

e NIST Collaboration on Cloud Computing Reference Architecture development

e http://collaborate. nist.gov/twikeloud-computing/bin/view/CloudComputing/WebHome

e NIST on Cloud Standards Acceleration to Jumpstart Adoption of Cloud Computing
(SAJACC)
http ://www. nist.goV/itl/cloud/sajacc.cfm
http://csrc.nist.gov/groups/SNS/cloed mputing/index. html
NIST Cloud Computing Reference Architecture and Taxonomy
http://collaborate. nist.gov/twikeloud
computing/bin/view/CloudComputing/ReferenceArchitectuneira my
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The NIST activity has been resulted in publishing the following documents that create a solid base
for Cloud services development and offering:

7.1.2

[NIST CC] NIST SP 80a145,A NIST definition of cloud computingnline] Available:
http://csrc.nist.gov/publications/nistpub s/8085/SP800145.pdf

[NIST CCRA] NIST SP 50292,Cloud Computing Reference Architectuw&.0.[Online]
http://collaborate. nist.gov/twikeloud
computing/pub/CloudComputing/ReferenceArchiteeftaxonomy/NIST_SP_50R92 -
_090611.pdf

[NIST Synopsis] DRAFT NIST SP 806046, Cloud Computing Synopsis and
RecommendationfOnline] Available:http://csrc.nist.gov/publications/drafts/800
146/DraftNIST-SP800146.pdf

Draft SP 800144, Guidelines on Secitly and Privacy in Public Cloud Computing
[Online] Available: http://csrc.nist.gov/publications/nistp ub sAABRHSP800144.pdf
[NIST CC Roadmap] DRAFT NIST SP 8a®3,US Government Cloud Computing
Technology Roadmapolume |, Release 1.(online]

http://www. nist.goVv/itl/cloud/upload/SP_500 293 voluntpdf

NIST SP500291, NIST Cloud Computing Standards Roadm@mline] Available:
http://collaborate. nist. gov/twikeloud
computing/pub/CloudComputing/StandardsRoadmap/NIST_SP2800Jul5A.pdf

NIST Cloud Computing Reference Architecture (CCRA)

NIST SP 800145 document defines Cloud Computing in the following way:
ACloud computing is a model {deamand @etmark dcceasgo au b i g
shared pool of configurable computing res®s (e.g., networks, servers, storage, applications,
and services) that can be rapidly provisioned and released with minimal management effort or
service provider interaction. This cloud model promotes availability and is composed of five

essentialcharaetr i st i ¢c s, t hree service model s, and fo

The Cloud Computing as a service type/model includes the following features:

Five Cloud characteristics

o Ondemand selbervice

o Broad network access

o0 Resource pooling

o Rapid elasticity

0 Measured Swice

3 service/provisioning models

o Software as a Service (SaaS)
o Platformas a Service (PaaS)
o Infrastructure as a Service (laaS)
4 deployment models
PublicCloud

PrivateCloud
CommunityCloud

Hybrid Cloud

(@)

O O O

For the purpose of this document we also refeh¢oNIST definition of the laaS service model:
AThe capability provided to the consumer s
fundamental computing resources where the consumer is able to deploy and run arbitrary
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